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If $\mathcal{A}$ is an $L$-matrix, then the standard construction is applicable iff its parameter seq. $a \in \ell^{2}\left(\mathbb{N}_{0}\right)$.
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## Theorem (Spectrum of $J_{\nu}$ for general $\nu$ )

For any $\nu \in \mathbb{R} \backslash\left(-\mathbb{N}_{0}\right)$, the spectrum of $J_{\nu}$ is simple and decomposes as

$$
\sigma\left(J_{\nu}\right)=\sigma_{p}\left(J_{\nu}\right) \cup \sigma_{a c}\left(J_{\nu}\right)
$$

where

$$
\sigma_{a c}\left(J_{\nu}\right)=\left[\frac{1}{4}, \infty\right) \quad \text { and } \quad \sigma_{p}\left(J_{\nu}\right)=\left\{\left.\frac{1}{4}-x^{2} \right\rvert\, \chi(x ; \nu)=0, x>0\right\}
$$

Moreover, $\sigma_{p}\left(J_{\nu}\right)$ is finite (possibly empty).

- Since $L_{\nu}=J_{\nu}^{-1}$ the result readily translates to $L_{\nu} \ldots$
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Theorem (Spectrum of $L_{\nu}$ for general $\nu$ )
For all $\nu \in \mathbb{R} \backslash\left(-\mathbb{N}_{0}\right)$, the spectrum of $L_{\nu}$ is simple and $\sigma\left(L_{\nu}\right)=\sigma_{a c}\left(L_{\nu}\right) \cup \sigma_{p}\left(L_{\nu}\right)$, where

## Spectrum of $L_{\nu}$ for general $\nu$

## Theorem (Spectrum of $L_{\nu}$ for general $\nu$ )

For all $\nu \in \mathbb{R} \backslash\left(-\mathbb{N}_{0}\right)$, the spectrum of $L_{\nu}$ is simple and $\sigma\left(L_{\nu}\right)=\sigma_{a c}\left(L_{\nu}\right) \cup \sigma_{p}\left(L_{\nu}\right)$, where

$$
\sigma_{a c}\left(L_{\nu}\right)=[0,4]
$$

and

$$
\sigma_{\rho}\left(L_{\nu}\right)=\left\{\left.\frac{4}{1-4 x^{2}} \right\rvert\, \chi(x ; \nu)=0, x>0\right\} .
$$

## Spectrum of $L_{\nu}$ for general $\nu$

## Theorem (Spectrum of $L_{\nu}$ for general $\nu$ )

For all $\nu \in \mathbb{R} \backslash\left(-\mathbb{N}_{0}\right)$, the spectrum of $L_{\nu}$ is simple and $\sigma\left(L_{\nu}\right)=\sigma_{a c}\left(L_{\nu}\right) \cup \sigma_{p}\left(L_{\nu}\right)$, where

$$
\sigma_{\mathrm{ac}}\left(L_{\nu}\right)=[0,4]
$$

and

$$
\sigma_{\rho}\left(L_{\nu}\right)=\left\{\left.\frac{4}{1-4 x^{2}} \right\rvert\, \chi(x ; \nu)=0, x>0\right\} .
$$

Moreover, $\sigma_{\rho}\left(L_{\nu}\right)$ is finite (possibly empty).

A closer look at $\sigma_{p}\left(J_{\nu}\right)$ for $\nu>0$

## Theorem

(1) The function

$$
\nu \mapsto{ }_{3} F_{2}\left(\left.\begin{array}{c}
-1 / 2,1 / 2,3 / 2 \\
1, \nu+1 / 2
\end{array} \right\rvert\, \begin{array}{c}
1
\end{array}\right)
$$

$$
(=c \cdot \chi(0 ; \nu))
$$

has a unique positive zero $\nu_{0}$ which is located in ( $0,1 / 2$ ); numerically $\nu_{0} \approx 0.3491$.
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## Theorem

© The function

$$
\nu \mapsto{ }_{3} F_{2}\left(\left.\begin{array}{c}
-1 / 2,1 / 2,3 / 2 \\
1, \nu+1 / 2
\end{array} \right\rvert\, \begin{array}{c}
1
\end{array}\right)
$$

$$
(=c \cdot \chi(0 ; \nu))
$$

has a unique positive zero $\nu_{0}$ which is located in ( $0,1 / 2$ ); numerically $\nu_{0} \approx 0.3491$.
(2) We have

$$
\sigma_{p}\left(J_{\nu}\right)= \begin{cases}\emptyset, & \text { if } \nu \geq \nu_{0}, \\ 1 / 4-x_{0}^{2}(\nu), & \text { if } 0<\nu<\nu_{0},\end{cases}
$$

A closer look at $\sigma_{p}\left(J_{\nu}\right)$ for $\nu>0$

## Theorem

(1) The function

$$
\nu \mapsto{ }_{3} F_{2}\left(\left.\begin{array}{c}
-1 / 2,1 / 2,3 / 2 \\
1, \nu+1 / 2
\end{array} \right\rvert\, \begin{array}{c}
1
\end{array}\right)
$$

$$
(=c \cdot \chi(0 ; \nu))
$$

has a unique positive zero $\nu_{0}$ which is located in ( $0,1 / 2$ ); numerically $\nu_{0} \approx 0.3491$.
(2) We have

$$
\sigma_{p}\left(J_{\nu}\right)= \begin{cases}\emptyset, & \text { if } \nu \geq \nu_{0}, \\ 1 / 4-x_{0}^{2}(\nu), & \text { if } 0<\nu<\nu_{0},\end{cases}
$$

where $x_{0}(\nu)$ is the unique zero of the function

$$
x \mapsto{ }_{3} F_{2}\left(\left.\begin{array}{c}
x-1 / 2, x+1 / 2, x+3 / 2 \\
2 x+1, x+\nu+1 / 2
\end{array} \right\rvert\, 1\right) \quad(=c \cdot x(x ; \nu))
$$

located in ( $0,1 / 2$ ).
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## Theorem

© The function

$$
\nu \mapsto{ }_{3} F_{2}\left(\left.\begin{array}{c}
-1 / 2,1 / 2,3 / 2 \\
1, \nu+1 / 2
\end{array} \right\rvert\, \begin{array}{c}
1
\end{array}\right)
$$

$$
(=c \cdot \chi(0 ; \nu))
$$

has a unique positive zero $\nu_{0}$ which is located in ( $0,1 / 2$ ); numerically $\nu_{0} \approx 0.3491$.
(2) We have

$$
\sigma_{p}\left(J_{\nu}\right)= \begin{cases}\emptyset, & \text { if } \nu \geq \nu_{0}, \\ 1 / 4-x_{0}^{2}(\nu), & \text { if } 0<\nu<\nu_{0},\end{cases}
$$

where $x_{0}(\nu)$ is the unique zero of the function

$$
x \mapsto_{3} F_{2}\left(\left.\begin{array}{c}
x-1 / 2, x+1 / 2, x+3 / 2 \\
2 x+1, x+\nu+1 / 2
\end{array} \right\rvert\, 1\right) \quad(=c \cdot \chi(x ; \nu))
$$

located in ( $0,1 / 2$ ).
(3) Function $x_{0}:\left(0, \nu_{0}\right) \rightarrow(0,1 / 2): \nu \mapsto x_{0}(\nu)$ is real analytic and strictly decreasing.

## A closer look at $\sigma_{p}\left(J_{\nu}\right)$ for $\nu>0$

## Theorem

(1) The function

$$
\nu \mapsto_{3} F_{2}\left(\begin{array}{c|c}
-1 / 2,1 / 2,3 / 2 & 1 \\
1, \nu+1 / 2 & 1
\end{array}\right)
$$

$$
(=c \cdot \chi(0 ; \nu))
$$

has a unique positive zero $\nu_{0}$ which is located in $(0,1 / 2)$; numerically $\nu_{0} \approx 0.3491$.
(2) We have

$$
\sigma_{p}\left(J_{\nu}\right)= \begin{cases}\emptyset, & \text { if } \nu \geq \nu_{0} \\ 1 / 4-x_{0}^{2}(\nu), & \text { if } 0<\nu<\nu_{0}\end{cases}
$$

where $x_{0}(\nu)$ is the unique zero of the function

$$
x \mapsto{ }_{3} F_{2}\left(\begin{array}{c|c}
x-1 / 2, x+1 / 2, x+3 / 2 & 1 \\
2 x+1, x+\nu+1 / 2 & 1
\end{array}\right) \quad(=c \cdot \chi(x ; \nu))
$$

located in ( $0,1 / 2$ ).
(8) Function $x_{0}:\left(0, \nu_{0}\right) \rightarrow(0,1 / 2): \nu \mapsto x_{0}(\nu)$ is real analytic and strictly decreasing.
(4)

$$
x_{0}(\nu)=\frac{1}{2}-\nu-\nu^{2}-\left(2-\frac{\pi^{2}}{6}\right) \nu^{3}-\left(5-\frac{\pi^{2}}{3}-\zeta(3)\right) \nu^{4}+O\left(\nu^{5}\right), \quad \nu \rightarrow 0+.
$$

The point spectrum of $L_{\nu}$ for $\nu>0$

Theorem ( $\sigma_{p}\left(L_{\nu}\right)$ for $\nu>0$ )
Let $\nu>0$ and $\nu_{0}, x_{0}(\nu)$ the roots defined on the previous slide.
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Theorem ( $\sigma_{p}\left(L_{\nu}\right)$ for $\nu>0$ )
Let $\nu>0$ and $\nu_{0}, x_{0}(\nu)$ the roots defined on the previous slide.
(1) If $\nu \geq \nu_{0}, \sigma_{\rho}\left(L_{\nu}\right)=\emptyset$, while if $\nu<\nu_{0}, \sigma_{p}\left(L_{\nu}\right)$ is the one-point set containing

$$
\left\|L_{\nu}\right\|=\frac{4}{1-4 x_{0}^{2}(\nu)} .
$$
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## Theorem ( $\sigma_{p}\left(L_{\nu}\right)$ for $\nu>0$ )

Let $\nu>0$ and $\nu_{0}, x_{0}(\nu)$ the roots defined on the previous slide.
(1) If $\nu \geq \nu_{0}, \sigma_{\rho}\left(L_{\nu}\right)=\emptyset$, while if $\nu<\nu_{0}, \sigma_{p}\left(L_{\nu}\right)$ is the one-point set containing

$$
\left\|L_{\nu}\right\|=\frac{4}{1-4 x_{0}^{2}(\nu)} .
$$

(2) Function $\left\|L_{\nu}\right\|:\left(0, \nu_{0}\right) \rightarrow(4, \infty)$ is real analytic and strictly decreasing.
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## Theorem ( $\sigma_{p}\left(L_{\nu}\right)$ for $\nu>0$ )

Let $\nu>0$ and $\nu_{0}, x_{0}(\nu)$ the roots defined on the previous slide.
(1) If $\nu \geq \nu_{0}, \sigma_{\rho}\left(L_{\nu}\right)=\emptyset$, while if $\nu<\nu_{0}, \sigma_{p}\left(L_{\nu}\right)$ is the one-point set containing

$$
\left\|L_{\nu}\right\|=\frac{4}{1-4 x_{0}^{2}(\nu)} .
$$

(2) Function $\left\|L_{\nu}\right\|:\left(0, \nu_{0}\right) \rightarrow(4, \infty)$ is real analytic and strictly decreasing.
(3) We have the lower bound

$$
\left\|L_{\nu}\right\| \geq \max \left(4, \nu \psi^{\prime}(\nu)\right),
$$

where $\psi=\Gamma^{\prime} / \Gamma$ is the Digamma function.
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## Theorem ( $\sigma_{p}\left(L_{\nu}\right)$ for $\nu>0$ )

Let $\nu>0$ and $\nu_{0}, x_{0}(\nu)$ the roots defined on the previous slide.
(1) If $\nu \geq \nu_{0}, \sigma_{\rho}\left(L_{\nu}\right)=\emptyset$, while if $\nu<\nu_{0}, \sigma_{p}\left(L_{\nu}\right)$ is the one-point set containing

$$
\left\|L_{\nu}\right\|=\frac{4}{1-4 x_{0}^{2}(\nu)} .
$$

(2) Function $\left\|L_{\nu}\right\|:\left(0, \nu_{0}\right) \rightarrow(4, \infty)$ is real analytic and strictly decreasing.
(3) We have the lower bound

$$
\left\|L_{\nu}\right\| \geq \max \left(4, \nu \psi^{\prime}(\nu)\right),
$$

where $\psi=\Gamma^{\prime} / \Gamma$ is the Digamma function.
©

$$
\left\|L_{\nu}\right\|=\frac{1}{\nu}+\frac{\pi^{2}}{6} \nu+\zeta(3) \nu^{2}+O\left(\nu^{3}\right), \quad \text { as } \nu \rightarrow 0+
$$

...to show an animation.

The point spectrum of $L_{\nu}$ for $\nu<0$

Conjecture
Suppose $\nu<0$ and $-\nu \notin \mathbb{N}$. Then $\sigma\left(L_{\nu}\right)$ consists of exactly one negative eigenvalue and none or exactly one eigenvalue of $L_{\nu}$ greater than 4 .
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## Conjecture

Suppose $\nu<0$ and $-\nu \notin \mathbb{N}$. Then $\sigma\left(L_{\nu}\right)$ consists of exactly one negative eigenvalue and none or exactly one eigenvalue of $L_{\nu}$ greater than 4 .
More precisely, there are numbers $-2<\nu_{3}<\nu_{2}<-1<\nu_{1}<0$ such that

$$
\sigma_{p}\left(L_{\nu}\right)= \begin{cases}\left\{\lambda_{-}(\nu)\right\}, & \text { for } \nu \in\left(\nu_{3}, \nu_{2}\right) \cup\left(\nu_{1}, 0\right), \\ \left\{\lambda_{-}(\nu), \lambda_{+}(\nu)\right\}, & \text { otherwise, }\end{cases}
$$

where $\lambda_{-}(\nu)<0$ and $\lambda_{+}(\nu)>4$.
...to show an animation.
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