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(Operators $J(a, b)$ and $J(|a|, b)$ have the same spectral measure.)
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$$
\mu \leadsto \text { moments } / \text { m-function } \leadsto b_{n}, a_{n}^{2} \stackrel{a_{n}>0}{\sim} b_{n}, a_{n}
$$

## Remark 2:

OG polynomials: Given $\mu$, an application of the Gram-Schmidt to $1, x, x^{2}, \ldots$ in $L^{2}(\mu)$ produces the sequence of monic polynomials $P_{n}$ satisfying
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$$

From the recurrence we can reconstruct $b_{n}$ and $a_{n}^{2}$.
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The mapping

$$
J \mapsto \mu \text { is a bijection! }
$$

Project goal: To establish a variant of the correspondence when $J \neq J^{*}$.

## Related questions:

■ What should be the spectral data? ( $J \neq J^{*} \leadsto$ no spectral measure)

- Can the bijectivity of the spectral mapping be preserved?
- What are the implications for orthogonal polynomials?
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Notation: $J \in \mathcal{J}_{+}$
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■ $J=J^{\top}$, i.e. $C$-symmetry of $J, J^{*}=C J C$.
Inessential assumptions:

- Normalization $a_{n}>0$ (can be replace by $a_{n} \in \mathbb{C}$ with $\arg a_{n}$ prescribed)
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## Remarks:

■ $\psi(0)=1$ is a normalization; it is not needed if $\nu(\{0\})=0$.
■ If $|J|$ has simple and discrete spectrum, then $J x_{k}=s_{k} \overline{x_{k}}$ and we have
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■ The theorem only uses $C J C=J^{*}$ and $C \delta_{0}=\delta_{0}$. It can be deduced from the refined polar decomposition for $C$-symmetric operators [Garcia-Putinar, 2007].
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In particular, if $J=J^{*} \geq 0$, then $\mu=\nu$ and $\psi \equiv 1$.
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The integrand expanded:

$$
\begin{aligned}
(1+\Re \psi(s)) q_{m}(s) \bar{q}_{n}(s)+(1-\Re \psi(s)) & q_{m}(-s) \bar{q}_{n}(-s) \\
& +\mathrm{i} \Im \psi(s)\left[q_{m}(s) \bar{q}_{n}(-s)-q_{m}(-s) \bar{q}_{n}(s)\right]
\end{aligned}
$$

## Thank you!

