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- The vector of all $N$ spins is a configuration of the system:

$$
\sigma=\left(\sigma_{1}, \ldots, \sigma_{N}\right)
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- The energy of the system is made up by two parts:

$$
E(\sigma)=E_{0}(\sigma)+E_{1}(\sigma)
$$

where $E_{0} \ldots$ "intermolecular forces"; $E_{1} \ldots$ "spin-external field interaction".

- In the Ising model we set:

$$
E_{0}(\sigma)=-\sum_{i, j} J_{i, j} \sigma_{i} \sigma_{j} \quad \text { and } \quad E_{1}(\sigma)=-\sum_{i} H_{i} \sigma_{i}
$$

where $J_{i, j}$ stands for spin interaction intensity and $H_{i}$ the component of external magnetic field in the direction of preferred axis at the $i$-th site.
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## 2. Nearest-neighbour interaction:

- In most physical systems the intermolecular forces are effectively short ranged.
- For instance, in inert gases they decay as $\sim r^{-7}$.
- Thus, most models assume particles interact with their nearest neighbours only.

3. Constant interaction strength and external fields:

- $J_{i, j}=J, H_{i}=H$.
- Thus, the Hamiltonian is often of the form

$$
E(\sigma)=-J \sum_{i, j} \sigma_{i} \sigma_{j}-H \sum_{i} \sigma_{i}
$$

where indices of the first sum ranges "trough nearest-neighbors" only.
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## 

- The system is assumed to be under influence of "external agency" (heat reservoir) causing spins of particles to flip between values $\pm 1$ randomly (in time).
- Denote by $p(\sigma ; t)$ the probability that the system is in configuration $\sigma$ at time $t$.
- $2^{N}$ stochastic functions $p(\sigma ; t)$ are unknown.
- However, for the model, it is assumed we know the rate of probability transitions (probability of change of configuration per unit time).
- We may, for example, introduce a tendency for a particular spin $\sigma_{n}$ to correlate with its neighboring spins by assuming the rate depends appropriately on the momentary spin values of the other particles.
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## Specialization to our case:

- Let $w_{n}(\sigma)$ be the probability per unit time that the $n$th spin flips from the value $\sigma_{n}$ to $-\sigma_{n}$, while the others remain fixed.
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- Equating the two expressions for the ratio $p_{n}\left(\ldots,-\sigma_{n}, \ldots\right) / p_{n}\left(\ldots, \sigma_{n}, \ldots\right)$ one gets the formula

$$
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- Nevertheless, it is usually not possible to find them explicitly.
- However, it is not necessary, since they contain vastly more information than we usually require in practice.
- To answer the most familiar physical questions about the system it suffices to know two macroscopic variables.
- Expectation value of the spins (magnetization):

$$
q_{n}(t):=\left\langle\sigma_{n}(t)\right\rangle=\sum_{\sigma} \sigma_{n} p\left(\ldots, \sigma_{n}, \ldots ; t\right)
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- Spin correlations:

$$
r_{n, k}(t):=\left\langle\sigma_{n}(t) \sigma_{k}(t)\right\rangle=\sum_{\sigma} \sigma_{n} \sigma_{k} p\left(\ldots, \sigma_{n}, \ldots, \sigma_{k}, \ldots ; t\right)
$$

Note that $r_{n, n}(t)=1$.

- Alternatively, quantities of interest are probabilities that individual spins or pairs of spins occupy specified states.

$$
\begin{aligned}
p_{n}\left(\sigma_{n} ; t\right) & =\sum_{\sigma ; \sigma_{n} \text { fixed }} p\left(\sigma_{1}, \ldots, \sigma_{N} ; t\right) \\
p_{n, k}\left(\sigma_{n}, \sigma_{k} ; t\right) & =\sum_{\sigma ; \sigma_{n}, \sigma_{k} \text { fixed }} p\left(\sigma_{1}, \ldots, \sigma_{N} ; t\right) .
\end{aligned}
$$

- Alternatively, quantities of interest are probabilities that individual spins or pairs of spins occupy specified states.

$$
\begin{aligned}
p_{n}\left(\sigma_{n} ; t\right) & =\sum_{\sigma ; \sigma_{n} \text { fixed }} p\left(\sigma_{1}, \ldots, \sigma_{N} ; t\right), \\
p_{n, k}\left(\sigma_{n}, \sigma_{k} ; t\right) & =\sum_{\sigma ; \sigma_{n}, \sigma_{k} \text { fixed }} p\left(\sigma_{1}, \ldots, \sigma_{N} ; t\right) .
\end{aligned}
$$

- It can be shown that these probabilities can be expressed in terms of magnetization and spin correlation:

$$
\begin{gathered}
p_{n}\left(\sigma_{n} ; t\right)=\frac{1}{2}\left(1+\sigma_{n} q_{n}(t)\right) \\
p_{n, k}\left(\sigma_{n}, \sigma_{k} ; t\right)=\frac{1}{4}\left(1+\sigma_{n} q_{n}(t)+\sigma_{k} q_{k}(t)+\sigma_{n} \sigma_{k} r_{n, k}(t)\right)
\end{gathered}
$$
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- Substitute the Glauber's expression for the rate $w_{k}$ :
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\frac{1}{\alpha} \frac{d}{d t} q_{k}(t)=-q_{k}(t)+\frac{1}{2} \gamma\left(q_{k-1}(t)+q_{k}(t)\right)
$$

- Matrix form of the equation for the time evolution of the magnetization $(\alpha=1)$ :
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\dot{q}(t)=-M q(t)
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where
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1 & -\gamma / 2 & 0 & \ldots & 0 \\
-\gamma / 2 & 1 & -\gamma / 2 & \ldots & 0 \\
0 & -\gamma / 2 & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & & \vdots \\
0 & 0 & 0 & \ldots & 1
\end{array}\right), \quad q(t)=\left(\begin{array}{c}
q_{1}(t) \\
q_{2}(t) \\
q_{3}(t) \\
\vdots \\
q_{N}(t)
\end{array}\right)
$$
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- Matrix $M$ is hermitian (Jacobi) operator with simple spectrum, hence

$$
M=\sum_{n} \lambda_{n}\left\langle V_{n}, \cdot\right\rangle V_{n}
$$

where $\lambda_{1}, \ldots, \lambda_{N}$ are eigenvalues of $M$ and $V_{1}, \ldots, V_{N}$ are corresponding eigenvectors.
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- The solution reads:

$$
q(t)=\exp (-t M) q(0)
$$

- Matrix $M$ is hermitian (Jacobi) operator with simple spectrum, hence

$$
M=\sum_{n} \lambda_{n}\left\langle V_{n}, \cdot\right\rangle V_{n}
$$

where $\lambda_{1}, \ldots, \lambda_{N}$ are eigenvalues of $M$ and $V_{1}, \ldots, V_{N}$ are corresponding eigenvectors.

- We arrive at the solution

$$
q(t)=\sum_{n} e^{-t \lambda_{n}}\left\langle V_{n}, q(0)\right\rangle V_{n} .
$$
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- $U_{n}(x)$ is a polynomial of degree $n$ with zeros

$$
x_{k}^{(n)}=\cos \left(\frac{k \pi}{n+1}\right), \quad k=1, \ldots, n
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- From this one easily deduces that $M V_{n}=\lambda_{n} V_{n}$ (with $\left.\left(V_{n}\right)_{1}=1\right)$ iff

$$
\lambda_{n}=\frac{1}{\gamma}\left(1-\cos \left(\frac{n \pi}{N+1}\right)\right) \quad \text { and } \quad V_{n}=\left(U_{0}\left(\lambda_{n}\right), U_{1}\left(\lambda_{n}\right), \ldots, U_{N-1}\left(\lambda_{n}\right)\right)^{T}
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- $U_{n}(x)$ is a polynomial of degree $n$ with zeros

$$
x_{k}^{(n)}=\cos \left(\frac{k \pi}{n+1}\right), \quad k=1, \ldots, n
$$

- From this one easily deduces that $M V_{n}=\lambda_{n} V_{n}\left(\right.$ with $\left.\left(V_{n}\right)_{1}=1\right)$ iff

$$
\lambda_{n}=\frac{1}{\gamma}\left(1-\cos \left(\frac{n \pi}{N+1}\right)\right) \quad \text { and } \quad V_{n}=\left(U_{0}\left(\lambda_{n}\right), U_{1}\left(\lambda_{n}\right), \ldots, U_{N-1}\left(\lambda_{n}\right)\right)^{T}
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- These formulas yield a precise expression for the time evolution of the magnetization vector $q(t)$.
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- It is convenient, in this case, to alter slightly the scheme of numbering the spins by labeling a particular spin as zeroth and designating those to one side with positive integers and those to the other side with negative integers.
- In this scheme, we may take as the equation of motion for magnetization $q(t)$ in the same form as before
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- The solution reads
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where $E_{M}$ is the spectral projection of self-adjoint operator $M$.
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- It is convenient, in this case, to alter slightly the scheme of numbering the spins by labeling a particular spin as zeroth and designating those to one side with positive integers and those to the other side with negative integers.
- In this scheme, we may take as the equation of motion for magnetization $q(t)$ in the same form as before

$$
\dot{q}(t)=-M q(t)
$$

However, now $M$ is corresponding (infinite) Jacobi matrix acting on $\ell^{2}(\mathbb{Z})$ :

$$
M=\left(\begin{array}{cccccc}
\ddots & \ddots & \ddots & & & \\
& -\gamma / 2 & 1 & -\gamma / 2 & & \\
& & -\gamma / 2 & 1 & -\gamma / 2 & \\
& & & \ddots & \ddots & \ddots
\end{array}\right)
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- The solution reads

$$
q(t)=\exp (-t M) q(0)=\int_{\mathbb{R}} e^{-t \lambda} d E_{M}(\lambda) q(0)
$$

where $E_{M}$ is the spectral projection of self-adjoint operator $M$.

- Thus, the spectral analysis of $M$ is essential.
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## Diagonalization of discrete Laplacian

- Consider $T$ operator acting on $\ell^{2}(\mathbb{Z})$ as

$$
(T \psi)_{n}=-\psi_{n-1}+2 \psi_{n}-\psi_{n+1}, \quad n \in \mathbb{Z}
$$

- $T$ is bounded self-adjoint operator which is explicitly diagonalizable.
- Fourier transform:
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U: \ell^{2}(\mathbb{Z}) \rightarrow L^{2}\left((0,2 \pi], \frac{d \varphi}{2 \pi}\right): \psi \mapsto(U \psi)(\varphi)=\sum_{n \in \mathbb{Z}} \psi_{n} e^{i n \varphi}
$$

- The inverse is clearly

$$
\left(U^{-1} f\right)_{n}=\int_{0}^{2 \pi} e^{-i n \varphi} f(\varphi) \frac{d \varphi}{2 \pi}
$$

- It is a matter of straightforward computation to verify

$$
\left(U T U^{-1} f\right)(\varphi)=2(1-\cos (\varphi)) f(\varphi)
$$

## The spectral measure of $T$

- Let $\psi, \chi \in \ell^{2}(\mathbb{Z})$ and $f \in C([0,4])$ are arbitrary. Denote

$$
d \mu_{\psi, \chi}(\lambda)=d\left\langle\psi, E_{T}(\lambda) \chi\right\rangle .
$$
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- Then
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$$
\begin{array}{r}
\int_{0}^{4} f(\lambda) d \mu_{\psi, \chi}(\lambda)=\frac{1}{2 \pi} \int_{0}^{4} f(x)\left[(\overline{U \psi})\left(\arccos \left(\frac{2-x}{2}\right)\right)(U \chi)\left(\arccos \left(\frac{2-x}{2}\right)\right)\right. \\
\left.+(\overline{U \psi})\left(2 \pi-\arccos \left(\frac{2-x}{2}\right)\right)\left(U_{\chi}\right)\left(2 \pi-\arccos \left(\frac{2-x}{2}\right)\right)\right] \frac{d x}{\sqrt{4 x-x^{2}}}
\end{array}
$$

- Put $\psi=e_{m}, \chi=e_{n}$ then we get

$$
\frac{d \mu_{m, n}(x)}{d x}=\frac{1}{\pi \sqrt{4 x-x^{2}}} \underbrace{\cos \left[(n-m) \arccos \left(\frac{2-x}{2}\right)\right]}_{=T_{|n-m|}\left(\frac{2-x}{2}\right)} \text { on }[0,4] .
$$
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- Recall $q(t)=\exp (-t M) q(0)$ and we have the relation

$$
M=\frac{\gamma}{2}\left(T-2\left(1-\frac{1}{\gamma}\right) I\right)
$$
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- Recall $q(t)=\exp (-t M) q(0)$ and we have the relation
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M=\frac{\gamma}{2}\left(T-2\left(1-\frac{1}{\gamma}\right) I\right)
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- Thus,

$$
q_{n}(t)=\sum_{m}\left\langle e_{n}, \exp (-t M) e_{m}\right\rangle q_{m}(0)=\sum_{m} \int_{0}^{4} \exp \left(-\frac{\gamma t}{2}\left(\lambda-2\left(1-\gamma^{-1}\right)\right)\right) d \mu_{m, n}(\lambda)
$$

## Matrix elements of the spectral measure of $T$

- Put $\psi=e_{m}, \chi=e_{n}$ then we get

$$
\frac{d \mu_{m, n}(x)}{d x}=\frac{1}{\pi \sqrt{4 x-x^{2}}} \underbrace{\cos \left[(n-m) \arccos \left(\frac{2-x}{2}\right)\right]}_{=T_{|n-m|}\left(\frac{2-x}{2}\right)} \text { on }[0,4] .
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- Recall $q(t)=\exp (-t M) q(0)$ and we have the relation

$$
M=\frac{\gamma}{2}\left(T-2\left(1-\frac{1}{\gamma}\right) I\right)
$$

- Thus,

$$
q_{n}(t)=\sum_{m}\left\langle e_{n}, \exp (-t M) e_{m}\right\rangle q_{m}(0)=\sum_{m} \int_{0}^{4} \exp \left(-\frac{\gamma t}{2}\left(\lambda-2\left(1-\gamma^{-1}\right)\right)\right) d \mu_{m, n}(\lambda)
$$

- Substitute $x=(2-\lambda) / 2$, then

$$
q_{n}(t)=\frac{1}{\pi} \sum_{m} q_{m}(0) e^{-t} \int_{-1}^{1} e^{\gamma t x} T_{|n-m|}(x) \frac{d x}{\sqrt{1-x^{2}}}
$$

## Chebyshev expansion of the exponential and final formula

- $\forall x \in[-1,1]$ and $\forall z \in \mathbb{C}$ it holds [A\&S 9.6.34]

$$
e^{z x}=I_{0}(z) T_{0}(x)+2 \sum_{n \geq 1} I_{n}(z) T_{n}(x) .
$$

where $I_{n}$ stands for the modified Bessel function of the first kind: $I_{n}(z)=i^{-n} J_{n}(i z)$.
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where $I_{n}$ stands for the modified Bessel function of the first kind: $I_{n}(z)=i^{-n} J_{n}(i z)$.

- From this and orthogonality of $\left\{T_{n}(x)\right\}$ one deduces

$$
\int_{-1}^{1} e^{z x} T_{n}(x) \frac{d x}{\sqrt{1-x^{2}}}=\pi \ln _{n}(z), \quad n=0,1,2, \ldots
$$

- Hence, we arrived at the final formula for time evolution of the magnetization vector:

$$
q_{n}(t)=\sum_{m} q_{m}(0) e^{-t} l_{|n-m|}(\gamma t)
$$
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Assume the case in which all of the spin expectations $q_{n}(0)$ vanish except for the one:

$$
q_{n}(0)=\delta_{n, 0} .
$$

Then we have a simple formula

$$
q_{n}(t)=e^{-t} l_{|n|}(\gamma t) .
$$

Known properties of modified Bessel function then yields:
(1) First functions $q_{n}$ rise as

$$
q_{n}(t) \sim \frac{1}{|n|!}\left(\frac{\gamma t}{2}\right)^{|n|} e^{-t}, \quad t \ll \frac{|n|}{\gamma} .
$$

(2) They then reach a maximum at time

$$
t \sim \frac{|n|}{\sqrt{1-\gamma^{2}}}
$$

(3) Finally, for much larger times, they decrease as

$$
q_{n}(t) \sim \frac{1}{\sqrt{2 \pi \gamma t}} e^{-(1-\gamma) t}
$$
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- If we put $x=1$ in the previously mentioned identity we find

$$
e^{z}=I_{0}(z)+2 \sum_{n \geq 1} I_{n}(z),
$$

for $T_{n}(1)=1$.

- Using this formula and assuming some convergence conditions one deduces

$$
\sum_{n} q_{n}(t)=e^{-(1-\gamma) t} \sum_{n} q_{n}(0)
$$

- A similar phenomena can be shown in the case of finite chain $(N<\infty)$. It tells us that the total magnetization always decreases exponentially.
- This result corresponds to the known absence of permanent magnetization in the linear Ising model.
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## Solution for the spin correlations

- Similarly as in the case of magnetization, one can multiply the master equation by the product $\sigma_{j} \sigma_{k}(j \neq k)$ and sum over the $\sigma$ variables.
- Taking into account the Glauber expression for $w_{n}$, the resulting equation reads

$$
\frac{d}{d t} r_{j, k}(t)=-2 r_{j, k}(t)+\frac{1}{2} \gamma\left(r_{j, k-1}(t)+r_{j, k+1}(t)+r_{j-1, k}(t)+r_{j+1, k}(t)\right), \quad k \neq j
$$

For $j=k$ we have the identity $r_{k, k}(t)=1$.

- The derivation of the general solution is not so straightforward as before. Nevertheless, it can be derived in terms of modified Bessel functions again:

$$
r_{j, k}(t)=\eta^{j-k}+e^{-2 t} \sum_{n>m}\left[r_{n, m}(0)-\eta^{n-m}\right]\left(I_{j-n}(\gamma t) I_{k-m}(\gamma t)-I_{j-m}(\gamma t) I_{k-n}(\gamma t)\right),
$$

for $j \geq k$, where

$$
\eta=\tanh (J / k T)
$$

is the so called short-range order parameter of the Ising model.
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$$

- Glauber introduced the formula for the transition rates

$$
w_{n}(\sigma)=\frac{1}{2}\left(1-\beta \sigma_{n}+\frac{1}{2} \gamma\left(\beta-\sigma_{n}\right)\left(\sigma_{n-1}+\sigma_{n+1}\right)\right) .
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The new parameter $\beta$ correspond to the magnetic field $\beta=\tanh (H / k T)$

- The evolution equation for magnetization is more complicated since it is an inhomogenous system combining functions $q_{n}$ with pair-correlations $r_{n-1, n}$ and $r_{n, n+1}$.
- Nevertheless, the general solution for magnetization has been found even in the case of time dependent magnetic field $H=H(t)$,

$$
q_{n}(t)=e^{-t} \sum_{k} q_{k}(0) I_{n-k}(\gamma t)+\frac{1}{k T} \frac{1-\eta^{2}}{1+\eta^{2}} \int_{0}^{t} e^{-(1-\gamma)(t-s)} H(s) d s
$$
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## Generalization - multi-temperature Ising models

- It is possible to think of a model with a spin chain whose every particle is associated with its own heat reservoir of temperature $T_{n}$.
- This model is described by the same way as before. Only the factor $\gamma$ from the Glauber's expression for rates depends on the index:

$$
\gamma_{n}=\tanh \left(2 J / k T_{n}\right)
$$

- Some attention has been paid to two-temperature kinetic Ising models, see [Racz, Zia 94], [Mobilia, Schmittmann, Zia 05], [Mazilu, Williams 09], and others.
- The two-temperature model represent the simplest generalization beyond the completely uniform system. However, there are other possibilities for modifications which are interesting and perhaps physically relevant, e.g.,

$$
T_{n} \sim \frac{\alpha}{n} .
$$
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