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## Jacobi operator

- For $\alpha \in \mathbb{C}$, the semi-infinite Jacobi matrix

$$
\left(\begin{array}{cccccc}
0 & 1 & & & & \\
1 & 0 & 2 \alpha & & & \\
& 2 \alpha & 0 & 3 & & \\
& & 3 & 0 & 4 \alpha & \\
& & & \ddots & \ddots & \ddots
\end{array}\right)
$$

determines a unique densely defined closed operator $J(\alpha)$ acting on $\ell^{2}(\mathbb{N})$.
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determines a unique densely defined closed operator $J(\alpha)$ acting on $\ell^{2}(\mathbb{N})$.

- The aim of this talk is the investigation of spectral properties of $J(\alpha)$ for $\alpha \in \mathbb{C}$.
- We will restrict with $\alpha$ on the unit disk $|\alpha| \leq 1$. The spectral properties of $J(\alpha)$ for $|\alpha|>1$ are very similar to those for $|\alpha|<1$.
- $J(\alpha)$ is self-adjoint iff $\alpha \in \mathbb{R}$.
- In general, $J(\alpha)$ is $C$-self-adjoint, for $C$ the complex conjugate operator, i.e.,

$$
J(\alpha)^{*}=C J(\alpha) C
$$

- Consequences: $\sigma_{r}(J(\alpha))=\emptyset$ and

$$
\sigma_{e 1}(J(\alpha))=\sigma_{e 2}(J(\alpha))=\sigma_{e 3}(J(\alpha))=\sigma_{e 4}(J(\alpha))
$$
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- Complete elliptic integral of the first kind:

$$
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- JEFs are meromorphic functions in $u$ (with $\alpha$ fixed) as well as meromorphic functions in $\alpha$ (with $u$ fixed). While $K$ is analytic in the cut-plane $\mathbb{C} \backslash((-\infty,-1] \cup[1, \infty))$.
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\mathcal{F}[\mu](z)=\operatorname{cn}(z, \alpha)
$$

Consequently, by applying the inverse Fourier transform to the function $\mathrm{cn}(z ; \alpha)$, one may recover the spectral measure $\mu$ !
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- It results in the formula

$$
m(z, \alpha)=\frac{2 \pi z}{\alpha K} \sum_{n=0}^{\infty} \frac{q^{n+1 / 2}}{1+q^{2 n+1}} \frac{1}{\frac{(2 n+1)^{2} \pi^{2}}{4 K^{2}}-z^{2}}
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- Recall that
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$$

- By applying the inverse Fourier transform, one concludes that $\mu$ is absolutely continuous measure supported on $\mathbb{R}$ and its density equals

$$
\frac{\mathrm{d} \mu}{\mathrm{~d} t}=\frac{1}{2 \cosh (\pi t / 2)}, \quad \forall t \in \mathbb{R}
$$

- This implies that the spectrum of $J( \pm 1)$ is purely absolutely continuous and

$$
\sigma(J( \pm 1))=\sigma_{a c}(J( \pm 1))=\mathbb{R}
$$

## Spectrum of $J(\alpha)$ in the self-adjoint case - animation
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- It implies (in the non-self-adjoint case, too!) that

$$
\sigma(J(\alpha))=\frac{\pi}{2 K}(2 \mathbb{Z}+1)
$$

and all the eigenvalues are simple.

## Eigenvectors of $J(\alpha)$ for $|\alpha|<1$

## Proposition

Let $0<|\alpha|<1$ and $N \in \mathbb{Z}$, then the vector $v^{(N)}$ given by formulas

$$
v_{2 k+1}^{(N)}=\mathrm{i}(-1)^{k} \alpha^{k} \int_{0}^{2 \pi} e^{-\mathrm{i}(N+1 / 2) s} \operatorname{cn}\left(\frac{K s}{\pi}, \alpha\right) \operatorname{sn}^{2 k}\left(\frac{K s}{\pi}, \alpha\right) \mathrm{d} s
$$
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v_{2 k+2}^{(N)}=(-1)^{k+1} \alpha^{k} \int_{0}^{2 \pi} e^{-\mathrm{i}(N+1 / 2) s} \operatorname{dn}\left(\frac{K s}{\pi}, \alpha\right) \operatorname{sn}^{2 k+1}\left(\frac{K s}{\pi}, \alpha\right) \mathrm{d} s,
$$

for $k \geq 0$, is the eigenvector of $J(\alpha)$ corresponding to the eigenvalue $\frac{\pi}{2 K}(2 N+1)$.
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## Interesting open problems:

©

$$
\left\|v^{(N)}\right\|=? \quad \text { or } \quad\left\|v^{(N)}\right\| \sim ? \text { for } N \rightarrow \pm \infty
$$

(2) Is $\left\{v^{(N)} \mid N \in \mathbb{Z}\right\}$ the Riezs basis of $\ell^{2}(\mathbb{N})$ ?
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- It can be shown (not trivial!) that the function has unique global maximum at $u=1$ for every $|\alpha|=1, \alpha \neq \pm 1$.
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